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Engineering Mathematics

Linear Algebra: Matrix algebra, systems of linear equations, Eigen values and Eigen vectors.

Calculus: Mean value theorems, theorems of integral calculus, partial derivatives, maxima and minima, multiple
integrals, Fourier series, vector identities, line, surface and volume integrals, Stokes, Gauss and Green’s theorems.

Differential equations: First order equation (linear and nonlinear), higher order linear differential equations
with constant coefficients, method of variation of parameters, Cauchy’s and Euler’s equations, initial and boundary
value problems, solution of partial differential equations: variable separable method.

Analysis of complex variables: Analytic functions, Cauchy’s integral theorem and integral formula, Taylor’s and
Laurent’s series, residue theorem, solution of integrals.

Probability and Statistics: Sampling theorems, conditional probability, mean, median, mode and standard
deviation, random variables, discrete and continuous distributions: normal, Poisson and binomial distributions.

Numerical Methods: Matrix inversion, solutions of non-linear algebraic equations, iterative methods for solving
differential equations, numerical integration, regression and correlation analysis.



CONTENTS

S.No. Topic Page No.
1. Linear Algebra 01 -12
GATE Previous Years Solved Questions 13 - 93
Practice Sheet 94 - 103
2. Calculus 104 - 180
GATE Previous Years Solved Questions 181 - 266
Practice Sheet 267 - 277
3. Differential Equations 278 - 301
GATE Previous Years Solved Questions 302 - 352
PractiCe SREEt ... et e 353 - 356
4. Complex Variables 357 - 376
GATE Previous Years Solved QUeStiONS......coeceeeeeeeeeeeee e 377 - 407
Practice Sheet 408 - 412
5. Probability 413 - 442
GATE Previous Years Solved QUESTIONS .......coeeericeceeeiere e 443 - 488
Practice SheeT ... ittt sae e s e re s e e s e sa e s 489 - 495
6. Numerical Methods 496 - 506
GATE Previous Years Solved QUESTIONS .......coeeericeceeeiere e 507 - 534
Practice Sheet 535 - 541
7. Laplace Transforms : GATE Previous Years Solved Questions........ccccoeeeeienceencee 542 - 552
Practice Sheet 553 - 558




ENGINEERS ACADEMY Linear Algebra |

unit | Linear Algebra

1.1 MATRIX

Matrix is a rectangular array in which elements are arranged in horizontal & vertical lines, where
horizontal lines are called rows and vertical lines are called columns.

an &zt dgy
A1 Ay o Ag, B
. . . . - [aij ]mxn
eg., A=
Amt Amz " Apn fpn

Where, a; = matrix entry/element of i row and j column.

1.2 TRANSPOSE OF MATRIX

Transpose of matrix 'A' is obtained by interchanging rows and columns and it is denoted by A' or A”.

If A= [aij]mxn
then, AT=A" = [a3]pm
b2 1 3 5
e.g., A=|3 4| A= 24 6
56

1.3 CONJUGATE OF MATRIX
Conjugate of matrix 'A' is obtained by replace i1 by —i at every matrix entry, where 1 = /_] and it is

denoted by A .

If A= [aij]m-n
then, K = [aij]m_n

oo (12 3] o im0 2 3
8- a0 st T 40 s

1.4 TRANSPOSE CONJUGATE OF MATRIX
Transpose conjugate of matrix is also called as tranjugate of matrix and it is denoted by A°.
If A = [aij]m-n

then, Ae = [aji ]n-m = (E)T :(A_T)

cg., A 400 5 AM=1]1-2 0

{m -2 3+i] . =i -4
i 5
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1.5 TYPES OF MATRIX

Let m = total number of rows and n = total number of columns

then order of matrix is m x n.

1.5.1 Rectangular Matrix

The matrix in which m # n.

* Types of Rectangular Matrix

(i)

(ii)

(iii)

(iv)

Row Matrix: When m =1, n # 1.
eg. A=l -1 2],

Column Matrix : When m # 1, n = 1.

Vertical Matrix : When m > n.

2 3
e.g., A=|4 2
-1 1

3x2

Horizontal Matrix : When n > m.

2 -1 3
5 A= 41 S,

1.5.2 Square Matrix

The matrix i which m = n.

B For square matrix, corresponding clement of a;; is aj;.

* Types of Square Matrix

(1)

Triangular Matrix :

(a) Upper Triangular Matrix : A square matrix is said to be upper triangular matrix if the

clements below the diagonal are zero ie. a; = 0.1 >

6 2 3
ce. 05 8
00 4

(b) Lower Triangular Matrix :— A square matrix is said to be lower triangular matrix if all the

clements above diagonal are zero ie. a; = 0,1 <.
6 0 0
250
3 6 4

eg..

I A triangular matrix is said to be strictly triangular matrix if all diagonal elements are zero.
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Objective Questions

The eigen vector(s) of the matrix

00 «
0 0 0|, az0is(are)
00 0
(a) (0, 0, a)*
(c) (0,0, D'

(b) (e, 0, 0)F
(d) (0, o, 0)F
[GATE-1993]

1 0
0 -1
If A= 0 0

0 0

by the use of Cayley — Hamiton theorem (or)
otherwise 1s

=
[

-1
then matrix A* calculated

- o

=

-1

[GATE-1993]

If A and B are real symmetric matrices of order
n then which of the following is true.

(@ AAT =1 by A=A"

(¢) AB = BA (d) (AB)' = BTAT
[GATE-1994 : CS]
1 01
The inverse of the matrix | -1 1 1] is
0 1 0

[GATE-1994]

A 5 x 7 matrix has all it entries equal to 1. Then
the rank of a matrix is

(a) 7 (b) 5
(c) 1 (d) Zero
[GATE-1994 : EE|

a 1
The cigen values of the matrix L J are

(@) (@+1).0
(¢c)(@a-1).0

(b) a, 0
(d) 0.0
[GATE-1994 : EE]

10.

11.

The number of linearly independent solutions of

10 2| x
the system of equations -1 0%, {=0
-2 0| x4
is equal to
(a) 1 (b) 2
(c)3 (d) 0

[GATE-1994 : EE]

The rank of (m x n) matrix (m < n) cannot be
more than

(b) n
(d) None
[GATE-1994 :

Solve the following system

(a) m
(c) mn
EC]

X, +X, +X3=3
X, +x3=0

X — X, +X5 =1
(a) Unique solution
(b) No solution
(c¢) Infinite number of solutions
(d) Only one solution

[GATE-1994 :

-3
5

EC]

The rank of matrix is

TSI = R
—_— D

(a) 0
(c) 2

(b) 1
) 3

[GATE-1994 : CS]

1
The matrix {
I -5

-

(a) True

_] is an inverse of the matrix

(b) False
[GATE-1994 : PI]
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13.

14.

15.

16.

17.
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If for a matrix, rank equals both the number of
rows and number of columns, then the matrix is
called

(a) Non-singular
(c) transpose

(b) singular
(d) minor

[GATE-1994 : PI|
The value of the following determinant

1 4 9

4 9 16| is

9 16 25

(a) 8 (b) 12
(c) -12 ) -8

[GATE-1994 : PI]

1

-1
5 3] the number

For the following matrix {

of positive roots is/are

(a) One (b) Two
(c¢) Four (d) No positive root
[GATE-1994 : PI]
0 2 2
Rank of the matrix | 7 4 8 | is 2
-7 0 4
(a) True (b) False

[GATE-1994 : ME]

Find out the eigen values of the matrix
1 00
A=|2 3 1

0 2 4
find out the corresponding eigen vector?
[GATE-1994 : ME]

. For any one of the eigen values,

2 1
3 2
Given matrix L = |3 2 andl’\/[=[0 1}
4

wn

then matrix product LM is

8 1] 6 5
(a) 13 2 (b) 9 8
122 5] 1213
1 8] 6 2
(c) 2 13 (d) 9 4
(5 22 0 3

[GATE-1995 : PI]

Solve the system 2x + 3y +z =9, 4x + v =7,
X-3y-7z=6
[GATE-1995 : ME]

Among the following, the pair of the vector
orthogonal to each other is

@) [3.4.71.[3. 4, 7]
(b) [1, 0, O] [1, 1, 0]
(©) [L, 0,21, [0, 5, 0]
@ [L, 1, 1], [-1, -1, -1]
[GATE-1995 : ME]

1 -1 0
The inverse of the matrix S = |1 1 1] is
0 0 1
1 0 1 0 1 1
(@ |0 0 0 by [-1 -1 1
01 1 10 1
L
(2 2 2 2 2 2
1 1 1
©[2 272 @53 3
0 2 2 0 0 1
[GATE-1995 : EE]
0 1 0
Given the matrix A= | 0 0 1 | Its eigen
-6 -11 -6
values are

[GATE-1995 : EE]

The rank of the following (n + 1) x (n + 1)
matrix, where ‘a’ is a real number is

1 a a> - a"
1 a a* - a"
1 a a> - a"

(a) 1

(b) 2

(c) n

(d) Depends on the value of a
[GATE-1995 : EE]
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Consider the row vectors v =

w = (2, 0). The rank of the matrix
M = 2v'v + 3wTw, where the superscript T
denotes the transpose, is
(@) 1 (b) 2
(c) 3 (d) 4
[1 Mark : GATE-2021 (IN)]

The determinant of the matrix M shown below
is

1200

3400
M=]00 43

0021

[1 Mark : GATE-2021 (IN)]

25
Given A = (0 3) . The value of the determinant

IA* — 5A3 + 6A> + 21 | =
[2 Marks : GATE-2021 (IN)]

1 223
13 4 2 5.
The rank of matrix 5627 18
78 29
(@ 1 (b) 2
(c) 3 (d) 4
[1 Mark : GATE-2021 (CE) (Set-1)]
IfP = B i] and Q = [(1} (ﬂ then Q™PT is
1 2 1 3
(a) [3 4} (b) [2 4}
21 2 4
(© [4 3} (d) [1 3}
[1 Mark : GATE-2021 (CE) (Set-1)]
5 0-50
- 0 2 0 1)
The rank of the matrix 50 5 0 is
0O 1 0 2
(a) 1 (b) 2
(c) 3 (d) 4

[1 Mark : GATE-2021 (CE) (Set-2)]

311.

312,

313.

(1, 0) and 310. If Ais a square matrix then orthogonality property

mandates
(a) AAT =1 (b) AAT =0
(c) AAT = A1 (d) AAT = A?

[1 Mark : GATE-2021 (CE) (Set-2)]
The smallest cigenvalue and the corresponding

2
eigenvector of the matrix [—l 6 ] , respectively,

5

.00
.00

arg

(a) 1.55 and {3

o

(b) 2.00 and {

—

[en]l oS}

= n
wnotn

(¢) 1.55 and {: :

|

e 2.00
(d) 1.55 and {_0‘45}

[2 Marks : GATE-2021 (CE) (Set-2)]

Consider a vector p in 2-dimensional space. Let
its direction (counter-clockwise angle with the
positive x-axis) be 0. Let p be an cigenvector of
a 2 x 2 matrix A with corresponding eigenvalue
A, A > 0. If we denote the magnitude of a vector
v by |||, identify the VALID statement regarding
p’, where p’ = Ap.

(a) Direction of p" = A0, [[p'l| = [|pl|

(b) Direction of p’ = 0, ||p’|| = Allpl|

(c) Direction of p’ = A0, ||p’|| = Allp|l

(d) Direction of p' = 0, [p'|| = @
[2 Marks : GATE-2021 (ME) (Set-1)]

Consider an n x n matrix A and a non-zero n x
1 vector p. Their product Ap = o’p, where a €
R and a ¢ {-1, 0, 1}. Based on the given
information,the cigen value of A is :

(b) o?

(a) o

(©) Vo

[1 Mark : GATE-2021 (ME) (Set-2)]

(d) o
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314.

315.

316.

Consider the following matrix.

0111

1
1
1

—
p— T
D

The largest eigenvalue of the above matrix
1s

[2 Marks : GATE-2021 (CS) (Set-1)]

Suppose that P is a 4 x 5 matrix such that every

solution of the equation Px = 0 is a scalar multiple
of [2 54 31]" The rank of P is

[1 Mark : GATE-2021 (CS) (Set-2)]
A, B, C and D are vectors of length 4.
A=Ja a, a, a]
B=1b, b, b, b,
C=1¢ ¢ ¢ ¢l
D=1d d, d d]
It is known that B is not a scalar multiple of A.

Also, C is linearly independent of A and B.
Further, D = 3A + 2B + C.

R
IS
-
o

Lak
IS

oy

The rank of the matrix

oo O
[ R
[= TN o
W
[o T o}
P

1S

[1 Mark : GATE-2021 (CH)]

317. Let A be a square matrix of size n x n (n > 1).

The clements of A = {a } arc given by-

L [ixiifiz]
i 0 ifi<j

The determinant of A is

(@ 0 (b) 1
(c) n! (d) (n!)?
[2 Marks : GATE-2021 (CH)]

Q00
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ANSWERS AND EXPLANATIONS

1. Ans. (b & d) 3. Ans. (d)
00 « By the reversal law of the transpose of the
Given matrix is A = |0 0 0 product of matrices, we have
00 0 (AB)'= BT AT
i) Eigen values:— _
() Bien values | | L adi(A)
Given matrix is an upper triangular matrix. ~ 4. AT = Al
Therefore diagonal elements of A are eigen
values of A. o1
ie. A =0,0,0. A= 1
(ii) Eigen vectors:— 0 10
Consider (A — ADX = 0 =1(0-1)+0+1(-1-0)
0-x 0 a |[x] [0 -2
= 0 0-2 0 |x,|[=[0 (D -1 1 -1
0 0 0—A || x5 0 adj (A)=|0 0 -2
Put A =0 in (1) -1 =1 1
00 ax 0 ’ A =adj(A)
ie. 0 0 0} x,[=[0 Q) - |A
0 0 0fx 0
X3 -1 -1
From eq. (2), we have _ e 0 0 -2
o x;=0 ~2) -1 -1 1
x;=10
Therefore, any non zero vector with x5 as zero 1 I =11
is an eigen vector. =3 0 0 2| Ans.
Hence, options (b) and (d) are correct. I
2. Ans. (1) 5.  Ans. (¢
Since all the elements of non-zero matrix are
1 0 0 1 equal hence p(A) = 1.
0 -1 0 -1 6. Ans : (a)
A=lo 0 i i
a |
0 0 - Given A= [ ]
a |
= Eigen valt.lesl oanfelz 1’._13 i, -1 - A-A1=0
The characteristic equation of A is
A-DA+DHAR-DA+1)=0 a-i 1
= Q-1 2+1)=0 = a 1-2 =0
= M-1=0

—  M—@+D)A+0=0
By Cayley-Hamilton theorem we have A*— 1 =0

Ad= ] ~ A =0,a+ 1 are the cigen values of A
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7. Ans. (a) R; - Ry - R
, 0 11 1|3
b0z 0 ~lo -10]-3
Given |1 -1 Offx; )= 0 =2 0| =2
2 -2 0f[xy] L0 R; > R; - 2R,
10 2 11 1] 3
A=|1 -1 0 ~| L =103
2 2 0 _0 0 0] 4

R, >R, -R;: R; »>R; 2R, p(A)=2.p(A|B)=3

Here, p(A)#p(A|B)

10 2
0 -1 -2 . Solution does not exist.
0 -2 -4 10. Ans. (¢
R; >R;-2R, 0 0 3
10 -2 A=19 3 5
0 -1 -2 311
oo o R, &R,

r=p(A) = 2,
n= number of variables = 3 ~
. Number of linearly independent solutions
=n-r=3-2=1 Rz—)R2—3R1
8. Ans.
ns. (@) 3011

We know that, p(A,,,) < min {m, n} but it is “lo o 2

given that m < n

Sp(A)<Sm R; - 2R; +3R,

2

Hence p(A,,.,) cannot be more than ‘m’.

9. Ans. (b) ~10 0 2

Given AX=B 0 0 0
) p(A)=

LR R 3 11. Ans. (a)

1 0 1x,|=10

b=l ! Given A= F _4]

Consider the augmented matrix [A[B] bl
11 13 - Al A

|10 110 Al
[AIB] =

1 -1 11 1 {—1 4}_[1 —4}
R, > R, - R, ~5+4|-1 5| |1 -5
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309. Ans. (c) o 2x,
5050 T 246
0 2 0 1
A=|-50 5 0 X _ X% X
0 10 2 2~ 246 045
(50 50
1 2+ [0
~100 0 0[(R, >R, +R) X, | = |-045
01 0 2
- 312. Ans. (b)
5050 “* Alis a2 x 2 matrix and P is the eigen vector
N g 3 8 é (R4 —>R,- f;) of matrix A with corresponding eigen value A.
100 0 15 Given, P=P
Which is the form of Echelon matrix. AP = AP
So, the rank of matrix is the number of non-zero Hence, P’ = AP

rOWS.
1e..
310. Ans. (a)

A square matrix A is called an orthogonal matrix
if the product of matrix A with its transpose
matrix AT is an identity matrix.

AAT =1

p(A) =3

1e..

Ans. (d)
[A - Al =0

=2 2-AD6-2)-2=0

= AM-8+10=0

311.

A= 46
Smallest eigen value
=4-J6 =155

2 Al

2 (4-6 2 % 0
(-1 ) 6—(4—%)}[":] B M

Nl

=2x, + J6x, — 2x, =0

(—2+ \/E)X, =2x,

[[P*] = IAP]| = AP

But direction of vector P’ will be same as vector

P.
313. Ans. (d)
Given, AP = o’P
By comparision with
AX =X
= A=

Hence, eigen value of A is a2, so cigen value of

A’ is ot
314, Ans. 3
0111
1 011
A=1]1101
1110
A - All=0
-1 1 1
A1 1
=0 1 a1 |70
I 1 X

C,>C +C +C, +C,

-A+3 1 1 1
-A+3 A 1 1

= |-A+3 1 A 1| =0
-A+3 1 1 —A
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315.

316.

11 1 1
1 -2 1 1
= (—$1L+3)l Lo 1l 7 0
1 1 1 -
R, > R, - R,
R, - R, - R,
R, > R, - R,
1 1 | 1
0 -2-1 0 0
-A+3 =
= (-h+ )0 0 -1 0 0
0 0 0 -a-1
or (A +3)(-A-11=0
= A=3,-1, -1, -1
So, maximum eigen value is
A=3
Ans. 4
P, . . = Number of unknowns = 3

Also it is given that nullity of PX = 0 is 1

Le., N(P) =1

Hence, Nullity = Number of unknowns — Rank
1=5-p(P)

or p(P)=5-1=4

Ans. 3

Since B is a not a scalar multiple of A

.. B is linearly independent on A (1)

Given C is linearly independent on A .(2)

and D=3A+2B+C

From equation (1) and (2)

A, B, C are lincarly independent and D is linearly
dependent on A, B, C

.. Number of linearly independent rows is 3

al az 33 a4

Hence, rank of matrix by is 3.

C; € C3 Cy
d, d, d; d,4

317. Ans. (d)
Square matrix of size n x n (n > 1)

Elements of A = {a}

SRR
a :{1x‘| ifi>]

i 0 ifi<j
Let, n=2
Clan ap | 10
Az = [321 azj B [2 ‘J
= Al = (1 % 2¢ = QI
a;; a;, ap 1 00
A —|ay ap an| -1240
3«3
a3 a3 Az 369
JA|=1x4x9
= (1 x 2 x 3)?
= (3!
Similarly,
A, = @)
QOO



1.

Engineering Mathematics

ENGINEERS ACADEMY

| Objective Questions DR L

a b+c a°

b c+a b’

Evaluate

¢ a+b ¢?

(@) @-b)(b-c)(c-a)(a+tb+c)
() @-b)(b-c)a-c)(a+tb+c)
(c) (@a-b) (b-c)(c—a)(ab+ bc+ca)
(d) (a-b)(b-c)(a-c)(ab+ bc+ca)

IfA={

a
c

below.

(a) [adj A™ | =[Al

(c) A= (A"  (d) Both (b) and (c)
3 —
If |, _ | then for every positive integer n, A" is
equal to
[1+2n  4n | 1+2n  —4n
(@) | n 1+2n | (b) n I-2n
[1-2n  4n |
(c) 0 1e2n] (d) None of these
1/2 1/3
LeeH=|1/2 1/3 1/4| and
1/3 1/4 1/5
1 0
1
L=|2 5 _IfH=LL", then
b 1 1
23 645

(a) a=1/3,b=1/2

(b) a=1/2,b=1/3
(c) a=1/3,b=1/4
d) a=1/4,b=1/3

b
d}’ then choose the correct option

(b) AadjA)=|A|T

The number of 3 x 3 non-singular matrices, with
four entries as | and all other entries as 0, is

(@ 3 (b) 6
(c) at least 7 d) <4
1 1 3
IfA=|5 2 6 |, then matrix A is
-2 -1 -3

(a) Idempotent

(b) Involutory

(¢) Scalar

(d) Nilpotent

If A and B are square matrices of size n x n such
that A2 - B? = (A - B) (A + B), then which of the
following is always true?

(a) AB=BA

(b) either A or B is a zero matrix

(¢) either A or B is an identity matrix

(d A=B

There are two matrices A & B. Matrix A has x
rows and x — 6 columns. Matrix B has y rows and
y? columns. If commutativity holds for AB then the
value of v is.

(a) 8 (b) 3
(c) 6 @) 2

There are two matrices A & B. Matrix A has x
rows and x — 6 columns. Matrix B has y rows and
y* columns. If commutativity holds for AB then the
value of X is.

(a) 8 (b) 3
(c) 6 (d) 9
. If determinant of 3 x 3 matrix A is 2, then |3A| is
equal to
(a) 9 (b) 27

(c) 54 (d) 81
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ANSWERS AND EXPLANATIONS

1. Ans. (b) Again .. AAT=1
a b+c a” — |AA_1|: 1
b c+a b’
¢ a+b ¢? = |A] AT =1

¢, >c to, if |A]#0
a+b+c b+c a° then 1A= |A]"
_|b+c+a c+a b’

c+a+b a+b o2 i.e. option (c) is true.

Hence most appropriate option is (d).

1 b+c a’
—(@a+b+c) [l c+a b’ 3. Ans. (b)
1 a+b ¢’
_ 3 4
Given A=l
R,—>R,-R
R,—> R, -R
? 2o By observation, for n= 1 only
1 b+c a’
= (@a+b+c) 0 a-b b’-a’| 1+2n  —4n 3 4]
0 a-c c’-a?| noo1-2n| |1 -1|Stue

I b+rc a So. (a) & (c) cannot be correct options.

— (a+b+c) (a-b) (a—c) g I —@+b
e 1+2n  —4n
=@@a+b+c)(@a-b)a—c)(@a+b-a—c Let, A=l 0 1-m
=(a-b)(b-c)a-c)a+b+c)
i.e. option (b) is correct. Now, AT = ARA
2. Ans. (d) )
I1+2n —4n ||3 -4
‘ a b "L on I-2nf|1 -1
Given, A=, 4 .
We know, Aadj A)= |A] I ~[3+6n—dn —4—8n+4n}
= Option (b) is true. | 3n+l-zn  —4n-1+2n
_ |
Now, |Alladj A[=[A|T|= [ 0 |AJ L [1+2m+n <@+n
= AP A™ = 3n+1-2n 1-2(n+1)
= ladj A|=| A | (- Ais2 x2)
COA-l = [A-] [1+2n  —4n
= Adi AT[= AT = [A] - By induction, A"= | l—Zn} is true

=> option (a) is wrong
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4. Ans. (b) 6. Ans. (d)
1 172 13 1 3]
Given H=|1/2 1/3 1/4 Given A—|5 2 6
| 1/3 1/4 1/5 -2 -1 -3
10 0 11 31 1 3
a_ _|5 2 5 2 6
a L o A’=AA =
L=|" 253 2 -1 3|2 -1 -3
1 1 r
b 4 L 000
2B 65 _loo o
1 0 0|t a b 00 0
1 1 1 . . 1 .
a — 0[]0 i.e. A is nilpolent with index of nilpotency = 2.
Now, LLT = ) 1 ) 7. Ans. (a)
b 253 65 00 65 Given A B are square matrices.
s.t. A*-B*=(A-B)(A+B)
1 a b = A* - B*=AA-BA+AB - BB
_|a a2+li ab+% - A~ B°=A’— B® + (AB — BA)
1 11 Which is true only when AB — BA is a null matrix
ab+— b+ —t— nxn
12 12 180 '
Equality of matrices e AB - BA=0
H = LLT = AB = BA
| | 8. Ans. (b)
= a=7. b= 3 (comparing 1% rows) Principle of conformability of matrix multiplication:
For matrices A_ & Bp_q, the product AB is defined
5. Ans. (¢ iff n = p & product BA is defined iff ¢ = m.
Consider the matrix Now, givenA and By 2 then for commutativity
1 00 to hold, the necessary condition is (by principle of
A=|0 1O (4 entrics as 15) conformability of matrix multiplication) ‘
01 1 X-6=y (1)
[A|=1#0 & vi=x ..(i1)
By observation, number of matrices with all = V-6=y
principal diagonal entries as 1 are six. (i.e. no. of = Vev—6=0
ways of placing remaining 1 at 6 non-diagonal (y-3)(y+2)=0=y=3,-2
positions.)
: . ie. y=3,x=9.
= Either (b) or (¢) is correct.
9. Ans. (b)
1 00
. 0 0 1 10. Ans. ()
Also consider  B= 01 1 Formula: If A is an n x n matrix & k is a scalar,
thy kA|= kA
|IB|=-1 # 0 = B is non-singular °n ) IkAI Al
) ) ) Now, given [A|=2,n=3,k=3
i.e. at least 6 + 1 = 7 non-singular matrices.
[3A]=33x2=54,

Hence, option (C) is correct.



11.

12.

13.
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Ans. (a) sin 2n NE)
Given a+tb+c=0 (1) ! 3
a-p ¢ b si112(2—ﬂ]=£
3 2
Now, ¢ b-p oAl (i) | _
b a c¢-f = sin 2 # sin 1
C, —>C +C +C, N u= 27/3 does not satisfv (i)
a+b+c—p b Similarly, we can check other values of .
—, [atbtc-p b-p a |_, 14. Ans. (b)
a+tb+c—B a c-P Vectors [1. 1, 1]=x,
l,a a’]=x,
1 ¢ b [a & =x,
1
= gl OB A = using (i) )
1 a c¢-B [ =l+a+a’=0
= B =0is a solution of (ii) a
Ans. (d) Hence, x,, x, are orthogonal vectors.
From the given matrix, we can write the 15. Ans. (d)
characteristic equation as, 16. A‘T?S’ ©
(A= D+ D =D +1) =0 Given XY=0,,
5 s = IXY[|=0
*RR-DR*+1 =0
= X| [Y]=0
At—1=0
= [X|=0 or [Y| =0 or both
Now according to Caley-Hamilton theorem, 17. Ans. (d)

At-1=0 Since in an M x N matrix non-zero entries are in 'a'
or At =1 rows & 'b' columns such that no two are on the
Ans. (a) same row or column, this means that non-zero entries

C cosh  sin® in 'a' rows also, came in '@’ columns, Which must be
If, A=|_610 cos e} equal to 'p', and viceversa. Hence maximum non
- zero entries are restricted by minimum of 'a' & 'b'.
[ cosn®  sinnd 18. Ans. (¢
then, Ar=|
| —sinn0  cosnd 19. Ans. (¢)
| [cosp  sinp A= [aij]m_n, m <n.
Given A= —sinp cosp under the given conditions
A?=A (Ais idempotent) ] 2 3 n
cos2iL  sin2p COSLL  SINpL ) 21 2:2 2:3 2n
= | —sin2u cos2u| | -sinp cosp (1) _ : : : :
— cos 2= cos (m-1)-1 (m-D-2 (m-1-3 (m-1)-1
0 0 0 0 0
= 2p=2nm+pnel ) )
R >R -1R.I<1<m
N u=2nm or — 1 2 3 .. n
2 00 0 .. 0
For n= 0, p= 0 satisfies (i) ~|:
n= 1, p=2m, satisfies (i) 000 .0
= rank(A)=1

pn=2m/3.
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20. Ans. (d) 24. Ans. (b)
A .m>n Given set of equations
Since two identical columns are there in A. This X, 2%, Fx+ax, =0 (D)
means there can be maximum (n — 1) independent 3x, +3x,+3x, + 12x,=6 -..(i1)
columns in A. From (i), x, +2x,+x,+4x,=2 ...(1i1)
Now. given that m>n Using (i), we get 0 = 2, which is not possible.
— (m-1)<m Note: rank method can also be applied.
then we can get a minor of maximum order rank(coeff. matrix) = 1 # rank(aug. matrix) = 2
Hence, no solution.
m-1)xn-1)
) . ) 25. Ans. (a)
Hence, maximum possible rank of A s (n - 1). Q must have 4 L.I. rows & 4 L.I. columns.
21. Ans. (¢ 26. Ans. (a)
22. Ans. (a) .
The augmented matrix [A : B] of the given system okt 0
of equation ) P=Mj= 1 amn 1 )=0
' 0 I a-X
-2 1 1la = (a-M{a-1)*-1} - {a-r}=0
(A:B]=| ! 2 1ib], = @-Mi@-2y-2;=0
L 2 = A=a,at o
R, &R, Note:
11 2lc (i) In this question, all options (a), (b), (c), (d)
1 =2 1ib), satisfy sum of eigen values = trace of P = 3a.
-2 1 1 ja] (i) But only (a) satisfyes det (P) = a(a® — 2)
= product of eigen values.
Ra 2Ry =R,y 27. Ans. (b)
R; = R5+2R4 T .
(Elimination of options)
11 2« Trace(A)=2-1+0=1
0303 i b-c Sum of eigen values = 1, is satisfied by only option (b).
0 3 -3ja+le Note: Be careful it is only necessary condition but
R, >R, +R, not sufficient.
11 2 ¢ 28. Ans. (a)
0 -3 3 E b—c Consider the real symmetric matrix
00 0 i a+b+c

23.

= The third equation of the system is
Ox+0y+0z=(a+b+c)

= The system will not have any solution if
(a+tb+c)=0

Ans. (b)

The given matrix has all rows identical.

Hence, rank = 1 (By definition of rank : all minors
of order greater than 1 are zero & at least one
minor of order 1 is non zero.)

12
A=, 3

Its eigen values are given by

|A-M|=0
=% 2
= ‘2 3-2 =0
= 3-40L+A-4=0
= A=2+ 7

Conclusion: A is real, one positive and other
negative. Only option (a) satisfies the conclusion.
Note: General proof is not required.
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29. Ans. (d)

1-% 2 0
A - Al = 2 1-% 0 | =0

0 0 -1-x
= (~1-W){(1-Ly—4} =0
= (+D{(>-2A-3)} =0
= =-1,-1,3

Observe that |A — 1| < 2 includes the above eigen
values.

30. Ans. (d)
Zero as an cigen value of a matrix A implies that
|A-01=0
= | Aj=0

Now, given that

PQ=1
= [PIQ[=1
= Neither |[P|=0nor |Q =0

= Zero is neither eigen value of P nor Q.

31. Ans. (d)

2

a-—% ab ac
|A—All=| ab b’—% be | =0
ac bc c*-)

U

(@ - M{(? = A)(c? - L) — b’c?} — ab{abc? -
abA — abc?} +ac {ab%c — ab’c + ack} =0

(@A) {-(b*+cHL + A2 +a’b* A+ a’c*h = 0
AW+ (P AP -A =0
M@ +b+cP-1)=0

U

A=0,0a*+b*+c*
Since a, b, ¢ are non-zero real numbers.

Hence. (a® + b* + ¢?) is only non-zero eigen value.

32.

33.

34.

35.

Ans. (a)
We know that

AX=AX (- |Al #0)
= AT (AX)=AT (A X)

(Pre-multiplication)

= IX=2A"X
A'X= lX
S
l .
= = are eigen values of A’

A

1 -1
Eigen values of A =

717
Ans. (b)
We know that
AX=1X
kAX =kAX
= (kA)X =kAX

= kA are eigen value of kKA.
Eigen values of 2A are 2, —4 and 6.
Ans. (a)
If X is eigen value of A, then A" is eigen value of A"
= eigen values of S =1°, 5 =1, 25
Ans. (d)

We know,
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